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Abstract
In this demo, we present LLAP, a hand tracking system that

uses ultrasound to localize the hand of the user to enable device-
free gesture inputs. LLAP utilizes speakers and microphones on
Commercial-Off-The-Shelf (COTS) mobile devices to play and re-
cord sound waves that are inaudible to humans. By measuring the
phase of the sound signal reflected by the hands or fingers of the
user, we can accurately measure the gesture movements. With a
single pair of speaker/microphone, LLAP can track hand move-
ment with accuracy of 3.5 mm. For devices with two microphones,
LLAP enables drawing-in-the air capability with tracking accuracy
of 4.6 mm. Moreover, the latency for LLAP is smaller than 15 ms
for both the Android and the iOS platforms so that LLAP can be
used for real-time applications.

1. INTRODUCTION
As the size of mobile devices shrinks, it becomes harder for users

to interact with small wearable devices, such as smart watches and
smart glasses. Device-free gesture tracking allows users to interact
with the device by moving their hands and fingers in the air. There-
fore, device-free tracking technology removes the restriction on the
input area and provides a user-friendly interaction mechanism for
small mobile devices. Moreover, device-free tracking can also be a
complementary input method for mobile phones, because it allows
the user to interact with the device without blocking the screen.

In this demonstration, we present our acoustic signal based track-
ing system that uses the Low-Latency Acoustic Phase (LLAP)
tracking algorithm in [1]. LLAP measures the phase and amplitude
distortion in the sound wave reflected by the hand to achieve highly
accurate gesture tracking. The key advantage of LLAP is that it
reuses speakers and microphones that are already on the mobile
devices to act as the gesture sensor. Therefore, LLAP can be dir-
ectly deployed on existing mobile phones as software applications
without incurring any hardware cost, while systems using the spe-
cialized 60 GHz radar chips need hardware upgrades [2, 3].

Compared to existing sound based ranging systems that use the
Time-Of-Arrival/Time-Difference-Of-Arrival (TOA/TDOA) meas-
urements [4, 5] or the Doppler shift measurements [6], LLAP has
the following advantages. First, LLAP uses Continuous Wave
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Figure 1: Demonstration using Android platform

(CW) signals in the frequency range of 17∼23 kHz that are inaud-
ible to human. Existing ranging systems often periodically emit
Chirp or impulse signals that generate audible sounds on COTS
speakers [4]. Second, LLAP provides high tracking accuracy of
several millimeters. Our system uses novel coherent detection al-
gorithms to measure the phase of the reflected ultrasound. The
phase of reflected signal changes by 2π when the object moves
by a distance of half of the sound wavelength, which is around
2 cm in our system. Thus, phase resolution of π/4 converts to
distance resolution of 1.25 mm and the tracking error of LLAP
is merely 3.5 mm on average in our experiments. Third, LLAP
can response to users with latency smaller than 15 ms. Existing
Doppler based systems have to accumulate a data segment of long
enough size, e.g., 2048 audio samples (translated to 42.27 ms), to
perform Fast Fourier Transform (FFT). This requirement greatly
limits the responsiveness of such systems. In contrast, LLAP ex-
tracts the phase change from data segments as small as 16 samples,
and can respond within 15 ms on COTS mobile devices. Therefore,
LLAP can catch up with refresh rate of 60 frames per second that
is commonly required by gaming applications. Fourth, LLAP has
low computational requirements and can be easily implemented on
COTS mobile phones. On our Android implementation, a Sam-
sung Galaxy S5 only takes 4.32 ms to process a data segment with
length of 512 samples (translated to 10.7 ms). Therefore, commer-
cial devices have enough computational power to handle the real-
time processing for LLAP. For the iOS platform, we can further
reduce the computational cost by using the Digital Signal Process
(DSP) interface. On an iPhone 6s, it only takes 0.05 ms to process
data segment of 10.7 ms, which incurs CPU cost of less than 3%
and “low” energy impact as indicated by Xcode debugging tools.

Our demonstration will show both the one-dimensional track-
ing and two-dimensional drawing-in-the air applications. For one-
dimensional tracking, LLAP achieves 3.5 mm tracking error and
less than 15 ms latency. Figure 1 shows an example of demonstra-
tion scenario, which shows how our system can accurately detect
small movement of a single finger. For two-dimensional, LLAP al-
lows the user to draw characters and words in the air and achieves
word recognition accuracy of more than 91%.
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2. GESTURE TRACKING SYSTEM
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Figure 2: System Design
Figure 2 shows the overall system design of LLAP. LLAP first

transmits CW signals in the form of cos(2πfit) at different fre-
quencies of fi from the speaker of the mobile device. We use 16
different frequencies with frequency interval of 350 Hz in the range
of 17∼ 23 kHz. The sampling rate of the audio signal is 48 kHz.
We record the sound signal at the same time using the microphones
of the same device on the same sampling rate of 48 kHz. When the
human hand moves, the sound reflected by the hand will be distor-
ted in phase and amplitude. LLAP uses the amplitude and phase
distortions caused by the moving hand to perform gesture tracking.

As the first step, we use a digital down converter to convert the
recorded audio into a complex baseband signal. The complex base-
band signal of the recorded sound contains both a static vector and
a dynamic vector as shown in [7]. The static vector represents the
sound signal travelled through the Line-Of-Sight (LOS) path and
reflected by static objects, such as walls and tables. As these ob-
jects do not move, the static vector only varies slowly with the time.
The dynamic vector represents the sound signal reflected by the
moving hand. When the hand moves, the phase of the dynamic
vector changes according to the hand movement distance. Every
time the hand moves by half of the sound wavelength, the phase of
the dynamic vector changes by 2π. Thus, we can calculate the hand
movement distance by measuring the phase of the dynamic vector.

To measure the phase of the dynamic vector, we design a novel
algorithm called Local Extreme Value Detection (LEVD) to estim-
ate the static vector form the mixed baseband signal. We then sub-
tract the static vector from the baseband signal to obtain the dy-
namic vector. After getting the dynamic vector on different sound
frequencies, we use the phase change of the dynamic vectors to es-
timate the movement distance. The movement distance at a single
sound frequency can be calculated using the phase change and the
sound wavelength at the given frequency. However, such single fre-
quency estimations are susceptible to multipath interferences. To
mitigate the multipath effect, we use a linear regression model to
combine distance estimations at multiple sound frequencies.

The movement distance obtained from the previous algorithms
are relative movement distances, but not the absolute hand loc-
ations. To obtain the absolute hand locations, we use the
phase/amplitude change of the baseband signal over different fre-
quencies to obtain a delay profile of the reflected sound. We apply
Inverse FFT (IFFT) on the dynamic vector of 16 different frequen-
cies to obtain the delay profile, which gives the path length estima-
tion with accuracy of 4 cm in our system.

LLAP combines the fine-grained phase based movement dis-
tance measurement (with accuracy of 3.5 mm) and the coarse-
grained delay profile based absolute path length estimation (with
accuracy of 4 cm) to achieve highly accurate gesture tracking. The
coarse-grained path length estimation provides initial position es-
timation for the tracking system and prevents error accumulation
during tracking. After combined the distance measurements, LLAP

obtains the location of the hand using triangulation. As many mo-
bile phones have multiple microphones, by measuring the distance
between the hand to two different microphones, we are able to loc-
ate the hand in a two-dimensional space. In this way, LLAP allows
the user to draw in the air use a single mobile phone.

We have implemented LLAP on both the Android and the iOS
platforms. For the Android platform, we implement signal pro-
cessing algorithms as C functions using Android NDK. The rest
of the application is implemented in Java. We provide both one-
dimensional demo and two-dimensional demon on Android plat-
forms using Samsung Galaxy S5. The one-dimensional demo
shows how a user can control a simple UI widget, such as a scroll
bar, using hands and fingers. The two-dimensional demo shows the
drawing-in-the air capability. We will demonstrate how users can
draw words and characters using LLAP. For iOS platform, we im-
plement the system in Objective C using the vDSP interfaces. Un-
fortunately, iOS only provides mono recording capability. There-
fore, we can only demonstrate the one-dimensional tracking capab-
ility on iOS. We have implemented a simple shooting game using
LLAP, which can be installed on recent iPhones. We encourage
users to install the application on their phone and get a better un-
derstanding of how device-free gesture tracking performs in various
environments.

3. DEMO DESCRIPTION
In this demo, we will show the LLAP application on both the

Android and iOS platforms. The attendance will get hands-on ex-
perience of our LLAP system on smart phones, such as Samsung
Galaxy S5 and iPhone 6s. For attendance with recent models of
iPhones, e.g., iPhone 6/6s, we can provide iOS programs to be in-
stalled on their own mobile phones.

Equipment: Mobile phones, including Samsung Galaxy S5 and
iPhone 6s, will be provided by us. As we use ultrasounds, we wish
that there are no interferences in the ultrasound band, i.e., sounds
in 17∼23 kHz frequency range. The demo can be setup within 10
minutes.

4. CONCLUSION
We will demonstrate the LLAP system, which brings high accur-

acy and low-latency tracking capability to COTS mobile devices.
We hope that we can share our experiences on this system with the
research community and inspire new types of device-free gesture
input in the near future.
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